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In this study elementary cellular automata are used to model the process of generating new knowledge. Each research goal is formulated as a target state of an elementary cellular automaton, while the scientific method used to reach this goal is represented as a rule. This system has many similarities to the actual process of knowledge generation, mainly caused by the possible complex behavior of cellular automata. The proposed model is then used to compare different strategies of scientific research like inter- and intradisciplinary cooperation in different scenarios. The obtained results are in agreement with reality and therefore substantiate the assumption that cellular automata are suitable to model the process of scientific research.

1. Introduction

The generation and diffusion of new knowledge is of great significance for today’s knowledge based economy [1–4]. According to the Triple Helix concept [5–7], the main actors in these processes are the governments, the industry, and of course universities, which are all involved in producing and sharing new knowledge. While diffusion of knowledge is investigated very thoroughly [8–11], the actual process of generating knowledge is not yet completely understood.

Knowledge generation is closely related to learning, yet these two processes are not identical. Learning is the process of absorbing information that is already available somewhere. The process of learning can be observed in laboratory conditions [12–14] and there are various models that describe the learning process like statistical learning theory [15], connectivism [16], transformative learning [17] or social learning theory [18]. The generation of new knowledge, that is the
process of doing research, is fundamentally different. This process is much more complex and finding a suitable model is challenging. The main reason for this is that generating new knowledge is a creative process, that does not follow simple rules and therefore the success of a research attempt is more difficult to predict than the success of an attempt at learning new information. In order to fill this research gap, we propose to use a model based on cellular automata (CAs) to model the process of generating new knowledge.

CAs are discrete models consisting of a grid of cells with a finite number of states. They can be used in many scientific fields to solve diverse problems [19], like traffic simulation [20–22], urban development [23], understanding complex social systems [24], medical models [25], energy-transport models [26], lattice gas models [27], cryptography [28], studying artificial life [29] or reservoir computing [30]. CAs can even be used as an alternative to differential equations [31].

The concept of CAs was proposed by Ulam and von Neumann in the 1940s [32]. One of the most popular CAs, Conway’s Game of Life [33], introduced a broader audience to the concept of CAs, by showcasing the immense complexity that can arise from simple rules. Although there are many different forms and classes of CAs, this study is mainly concerned with elementary cellular automata (ECAs), first systematically studied by Stephen Wolfram [34–37]. ECAs are one-dimensional CAs, that only allow two different states for each cell, commonly labeled 0 and 1. Given an initial state of an ECA, the next state of each cell can be determined by the current state of the cell, the current state of its left neighbor and the current state of its right neighbor. Since each of these three cells can have two possible states, there are eight different combinations of those three states. Each of these combinations can result in the new state being either 0 or 1, leading to $2^3 = 256$ different rules for ECAs. These rules can be represented in binary notation [34] or as an integer (rule 00000011 corresponds to rule 3, for example). Analyzing all these rules systematically reveals that some of them lead to a stable state, while others show periodical behavior. There are also rules that feature complex behavior. For rule 110 it was even proven, that it is Turing-complete [38]. An example of such complex behavior is given in Figure 1, which shows the time development of an arbitrary state using rule 110. ECAs are simple systems, yet they can show complex behavior under certain circumstances, so they are a suitable candidate to model the equally complex process of generating new knowledge.

An abstract picture of a research process is given in the following. Each research process has a certain starting point (previous knowledge and experience) and a research goal (for example finding the answer to a specific research question). Researchers then apply a scientific method (computer simulations, statistical analysis, surveys, ...) to reach this
These similarities can be utilized to construct a model of knowledge generation using ECAs, as detailed in the following section.

2. Methods

The purpose of this model is to use ECAs to simulate the process of research and knowledge generation and compare different research
strategies in various situations. The research process is modeled in the following way: The research goal (which could be solving a specific problem, finding the answer to a specific research question, or advancing the field in some other way) is represented as a state of an ECA, the so-called target state. The objective of the research process is now to reach this target state $S_T$, starting from an initial state $S_I$ within exactly $k$ steps. To reach this objective, different approaches and methods could be used. They are represented as the usual rules of ECAs [34]. So the overall research objective can be formulated as

$$S_T = \hat{R}^k(S_I),$$

(1)

where the operator $\hat{R}$ applies the rule $r$ ($0 \leq r < 256$) to a state. In order to satisfy this equation, the simulated researcher has to select a method (rule) and can then try to produce knowledge, by choosing an arbitrary initial state $S_I$. If (1) is satisfied, the research attempt was successful. A visual representation of such a successful research attempt is given in Figure 2.

In general, however, the first attempt will not be successful, so an iterative optimization process is used, representing the researcher’s efforts to arrive at a satisfying solution. Therefore, we need a way to measure the success of a research attempt. This is done by comparing the final state $S_F$, that is the state that results from applying rule $r$ $k$ times to state $S_I$, to the target state $S_T$. Using a binary representation

\begin{figure}
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\includegraphics[width=\textwidth]{Figure2}
\caption{Successful attempt at solving a research problem. A certain rule (scientific method) is applied to an initial state (red) for a certain amount of time steps (here: 10). The final state (yellow) matches the target state (green) perfectly, indicating complete success.}
\end{figure}
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Figure 3. Proximity development during iterative research process. The proximity is increasing monotonically, but \( P = 1 \) is not necessarily reached within 500 iteration steps.

of both states, the proximity to the target \( P \) can be calculated as

\[
P = \frac{\sum_{i} (i - \left| S^{(i)}_T - S^{(i)}_F \right|)}{\sum_{i} i},
\]

leading to \( P = 1 \) for exact matches. Using this proximity, a simple optimization algorithm is used to model the research process. Starting from an initial state \( S_I \), a modified state \( S_M \) is generated, by changing a random bit from \( S_I \). Then the proximity to the target state of both states is calculated. If \( S_M \) leads to a lower proximity it is discarded, otherwise \( S_M \) replaces \( S_I \). This process leads to a monotonically increasing proximity. We allow for 500 such iteration steps, after which the final success of this research process is evaluated as the proximity to the target state of the last (and therefore best) of the 500 attempts. One possible development of the proximity during the research process is depicted in Figure 3. Note, that selecting a different number for the allowed steps has no influence on the qualitative results, as long as it big enough for the optimization process to make significant progress (\( \geq 100 \)).

This process represents the standard, non-cooperative research strategy. One method (rule) is chosen and the method is applied to the problem until the best possible solution (given the allowed time) is found. However, there are other strategies that can also be investigated using this model. Intradisciplinary research benefits from the experience of other researchers in the same field, which can drastically improve the results. The methods used or generated by intradisciplinary research
are similar to the ones, researchers would use without cooperating, but they are not the same, and could be better suited to solve the problem at hand. Here, intradisciplinary research is modeled in the following way. After successive attempts to solve the research problem fail (that is, if the proximity does not improve after several iteration steps), the applied method (rule) is slightly modified, by changing one random bit. So the rule 00001111 could change to 10001111, which is a different, but closely related rule. If this new rule produces better results it is used, otherwise it is discarded.

Interdisciplinary research is depicted in a similar way. After a certain number of failed attempts, a new method is found by cooperating. Since here the cooperators come from a completely different field, the method (rule) is not related to the old rule, but choses as a random rule of ECAs. Again, it is only used if it provides a benefit, otherwise it is discarded. An overview of how the different research strategies are modeled is given in Figure 4.

To investigate the benefits of these research strategies, each of them is applied to random problems (random target states) of various difficulties. The difficulty of a problem is here defined as the size of the ECA, so a target state with only 10 cells represents a simple problem,
while a target state with 200 cells represents a difficult problem. Each strategy is used to solve the same 1000 research problems and we evaluate the performance by looking at the distribution of final proximities and the percentage of fully successful attempts, defined by $P = 1$. In addition to this investigation, we simulate a scenario, in which the solution of a similar problem is already known. Here, the starting point of each research strategy is the insight, that a specific initial state leads to a known target state using a specific rule. The target state, which needs to be reached, is only a slight modification to the already solved target state. All three research strategies try to solve the new problem with the solution of the old problem as initial guess, modified in the usual way for cooperative research. The free parameter $k$, the number of time steps after the target state should be reached was chosen as 10, since it turned out that the final results were not sensitive to this parameter, as long as $k \geq 5$. Results of these simulations are shown in the following section.

3. Results

Results for solving simple research problems (the size of the target state is here 10 cells) are presented in Figure 5. Here it is evident, that interdisciplinary research has the highest potential to solve the problem. Nearly 30% of all problems were solved with $P = 1$, so the target state was reached exactly. Intradisciplinary research performed slightly worse with about 12% total success. For non-cooperative research, less than 10% of research questions were solved with $P = 1$. The non-cooperative strategy shows the biggest variance, which corresponds to the fact that some scientific methods are simply not suitable to solve certain problems.

The results of a medium sized problem (20 cells) are presented in Figure 6. The findings are similar to the simple problem, yet the difference between the strategies is less pronounced. Fully successful attempts were reached in 6.1% of all cases for interdisciplinary research. Intradisciplinary research and non-cooperative research reached 5.2% and 2.0% respectively.

Figure 7 shows the results of attempts to solve difficult problems (a target state with 100 cells). Here, the results are qualitatively different from previous scenarios. While non-cooperative research has the biggest variance regarding research success, it has also the highest percentage of fully successful attempts (16.5%). In this case, this strategy is therefore the most successful, when compared to intradisciplinary cooperation (8.7%) and interdisciplinary cooperation (6.5%). A possible interpretation of this result is that difficult problems simply take more time and effort to solve. Changing the applied method or using a completely different one can therefore be a disadvantage in this
Figure 5. Success rate for solving simple research problems (10 cells). Here, interdisciplinary cooperation is more successful than the other strategies. The non-cooperative strategy performs worst.

Figure 6. Success rate for solving medium research problems (20 cells). The situation is similar to the one for simple problems, the differences between strategies are, however, less pronounced.
situation. Staying with one method may sometimes produce bad results, but there is also a significant chance that it leads to achieving the research goal, if one tries long enough. For very difficult problems, failures are somehow necessary in the scientific process. However, by gathering knowledge and experience in one specific method, even these problems can be solved.

The situation changes drastically, if one is interested in the solution of a problem, when the solution to a similar problem is already known, as depicted in Figure 8. These problems were of medium difficulty (20 cells). Since an approximate solution was already known, all strategies performed better than for an ordinary problem of medium difficulty. The percentage of perfect solutions was 11.3% for interdisciplinary research and 14.9% for intradisciplinary research. For non-cooperative research, 27.9% of all attempts were fully successful and the average research success was above 95%. This result is in agreement with the real scientific process. If a similar problem has already been solved, using a similar method is very successful. Changing a method which is proven to work by combining the original method with methods of other researchers, can be a big disadvantage, and it may be more beneficial to rely on methods that are well established in the scientific field in question.
4. Discussion

This study shows that it is indeed possible to use ECAs to model the process of research and knowledge generation. Obtained results are in agreement with the observed reality and the model can serve as a starting point for further investigations of the advantages and disadvantages of different research strategies. While most problems benefit from cooperation, there are two special cases in which cooperation might not be beneficial. If the research problem is too difficult, not cooperating was the best strategy. Focusing on one single approach and gathering experience there has a higher success chance than using new, cooperative approaches. Also if the solution to a similar problem is known, it is better to rely on the established method, than to try new, cooperatives methods.

The presented model relies on ECAs to model the research process, which makes it quite abstract. Each research goal is formulated as a random state of an ECA of an arbitrary size that determines the difficulty of the posed problem. The process of reaching this research goal is then a simple optimization. Even though this depiction of the research process is simplistic, it can serve as an elementary model. In that sense, its simple nature is a big advantage. The model is also
suitable to investigate different research strategies, by slightly modifying the optimization process. This is a significant simplification, since here the research strategies only differ in terms of used method, even though intra- and interdisciplinary cooperation can have more effects on the research process, which are not included here. Nevertheless, the presented model produces plausible results and can serve as a starting point for a more advanced model.

Various expansions are conceivable, to make the model more realistic. While the simple optimization process used here is a viable way to depict the research process, more elaborate optimization techniques, which also allow for decreasing proximity, like simulated annealing [39] could also be used and might be closer to reality. However, too elaborate techniques would lead to a perfect solution for most problems and can therefore not be used to model the process of generating knowledge. So the choice of the optimization algorithm is arbitrary, but the chosen technique does lead to realistic results. Another interesting expansion would be to restrict the allowed rules to rules with class 3 or 4 behavior [40], to better account for the complexity of the process of knowledge generation.

The problem of finding a suitable way of modeling the generation of new knowledge is deeply connected to our lack of understanding how research exactly works on a fundamental level and what processes and effects are responsible for the success or the failure of a research attempt. One has to accept that this may never be completely understood, since the system is simply too complex. This may also be the reason, why ECAs are so well suited to model the research process. They can feature astonishing complexity as well and seem to share many properties of the investigated complex system. This makes them promising candidates for modeling complex systems in general and underpins the need for further research in the field of CAs.
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